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Econ 641 W10


Exercise 6
2/18, due 2/22
1.  (5 HW points)  Using MILDATA.WF1, run LOGF on C and LOGPAY as before.  What is the pay elasticity?  


Elasticity    ___________


s.e.              ___________


t –stat         ___________ (for coeff. = 0)

2.  (25 HW points)  RACE is a dummy variable that equals 0 for Nonblacks and 1 for Blacks.  Test for a different intercept for Blacks vs. Nonblacks by adding RACE to the above regression.  What is the coefficient on RACE?  


Coeff.

_________


s.e.

_________


t-stat

_________


p-value
_________ (for coeff. = 0) 

Does your coefficient indicate that Blacks will enlist more or less than Nonblacks at equal pay?  


                       ___________

Approximately how many % more or less (as change in natural log)?  ____________

What is the common pay elasticity for both groups in this regression?  


Elasticity    ___________


s.e.              ___________


t –stat         ___________ (for coeff. = 0)
3.  (15 HW points)  Now test for a complete break between the two racial groups, in both their slopes and intercepts, with a CHOW test.  (Hint – The Nonblacks are the first 10 observations, while the Blacks are the next 10 observations, so with the equation of Problem 1 active, with no racial dummy, select VIEW > STABILITY TESTS > CHOW test, and then enter 11, indicating the first observation of the second group, in the Breakpoint box.)

What is the F-stat?     ____________________


Its (num, den) DOF? __________, _________


Its p-value? 
           ___________________

The Log Likelihood Ratio (LR) test and Wald tests that are automatically reported in EV6 should give the same p-values as the F test in large samples, but your sample is very small, so the F-test is exact and LR and Wald are only approximate.  What are their (asymptotic) p-values?  

LR p-value               _________________


Wald p-value          __________________  (if using EV4, indicate NA). 
Note:  If you had tried to run the CHOW test on the equation of Problem 2, with RACE present, an error message would result, because the CHOW test is effectively adding a redundant second racial dummy to the intercept, in addition to an interactive LOGPAY*RACE term.  You therefore had to rerun the equation of Problem 1 before running the CHOW test.  

WOOSTERTEMP.TXT on the class webpage contains annual average temperatures in deg. F for OSU’s Wooster OH Experimental Station, 1900 – 2005, with “missing” codes entered for 2006-2010.  Import this data into a new WORKFILE, as follows:  First look at the data, then download the file to your computer.  Then open EViews, and select FILE > NEW > WORKFILE .  In the new WORKFILE window, leave the “Workfile structure type” as “Dated-regular Frequency”, since this data set actually is a time series.  Leave the Frequency at Annual, and enter 1900 as the Start Date and 2010 as the End Date, to accommodate the 5 missing values at the end.  You can give it a name now like “WOOSTER” to save it under later, and OK.  Then in the WORKFILE window, select PROC > IMPORT > READ TEXT EXCEL LOTUS.  Select WOOSTER.TXT, and give the two series names like YR and TEMP.  Under Series Headers, enter 2 to indicate that there are two lines to skip before the actual data begins.  (I still can’t get Eviews to automatically read the headers when there are lines to be skipped.)  The other defaults seem to work OK.  Check that YR has all the years in the right place.  Since EViews knows this is a time series running from 1900 – 2010, it will keep track of the date independently of your variable YR.  However, it is important to double check that they agree.  
4.  (10 HW points)  Fit a linear time trend to TEMP.   In EViews, the variable @TREND automatically generates a time trend variable that starts with 0 at the first observation, so this can be done just by regressing TEMP on C and @TREND.  

a)  What is the trend rate of warming (or cooling), in deg. F/yr?  _____________

b)  What is its OLS p-value?   _____________

a)  What is the DW statistic?     _________________

b)  Does this suggest that a linear trend is adequate or underfitting?     _____________

5.  (15 HW points)  Now Fit a continuous, piecewise linear broken trend line to TEMP with four approximately equal segments, i.e. with kinks every 26 years or so.  This can be done by regressing TEMP on C and @TREND, plus 3 broken trend variables defined (using GENR) by T26 = (@TREND-26)*(@TREND>26), T52 = (@TREND-52)*(@TREND>52) and T78 = (@TREND-78)*(@TREND>78).  Generate predicted values by selecting FORECAST in your EQUATION window, and providing a name for the forecast series such as PWLINEARF (to distinguish it from the spline forecasts in the next problem).  Don’t bother with a se for this forecast.  

a)  What is the predicted value for 2005?       _______________

b)  For 2010?   


            _______________ 

c)  The DW? 




_______________

d)  Plot TEMP and PWLINEARF versus time using QUICK > GRAPH .  Just enter TEMP and PWLINEARF in the window, then select “Line & Symbol” type (not Scatter as with our other data sets).  EViews will automatically plot these two series versus time, since it knows these are time series.  A similar graph could be obtained by doing a scatter plot on YR TEMP PWLINEARF, in which case the first variable would be on the horizontal axis.  Admire your graph but don’t bother printing it out just now.  
6.  (20 HW points)  Now fit a cubic spline to TEMP with knotpoints at @TREND = 26, 52 and 78.   (Hint:  Just fit a cubic in @TREND, and add in the cubes of T26, T52, and T78.  The same curve would be obtained using YR in place of @TREND, but this might be ill-conditioned computationally, since 1900^3 etc. is a very big number in comparison to the other regressors, so it is safer to use @TREND throughout.)  Generate predicted values with a new name like SPLINEF, and Total Standard Errors with a name like TSE.  Then generate Coefficient Standard Errors with a name like CSE with CSE = SQR(TSE^2 - @SE^2).  
a)  What is the DW now?   


_________________

b)  What is the predicted value for 1930?      _________________

c)  Its CSE?



  
_________________

d)  What is the predicted value for 2005?      _________________
e)  Its CSE?  




_________________
f)  What is the predicted value for 2010?   _____________________

g)  Its CSE?  


 
        _____________________

Note that the CSE is larger at the ends of the data set (eg 2005) than in the middle (eg 1930), and that it blows up quickly beyond the end of the data set (eg 2010), making the extrapolated predicted values quickly almost meaningless.  

h)  Plot TEMP, PWLINEARF, SPLINEF, and an approximate 95% confidence interval for the latter (+/- 2*CSE) versus time, as in #4 part c, with your name at the top added by EViews, and attach to your answers for full credit on problem 6.  (50% without)
Notes on beautifying your graph in Problem 6 (optional):  
EViews 6 has a new AREA BAND graphing option that allows you to plot confidence intervals as shaded areas instead of a pair of lines.  If you select this option, it groups the series you give it in pairs and then fills in the area between each pair with a different color or pattern that you can select.  If you give it an odd number of series, the last one will just be an ordinary line.  So if you have a series Y with forecasts YF and coefficient standard errors CSE, you can plot the forecasts with a shaded 95% confidence band using YF+2*CSE  YF-2*CSE  YF. 
However, if you want to see Y along with YF and the confidence band, and give it YF+2*CSE  YF-2*CSE YF Y, it will fill in the area between the second pair, YF and Y.  This is a striking graph, but not the most informative way to present the series.  In order to get YF and Y as separate lines using AREA BAND, you must trick it by giving it e.g. Y  Y  YF+2*CSE  YF-2*CSE  YF.  This will “fill in” the “area” between Y and itself, giving the appearance of a thin line, and then give the “5th” series YF as a line by itself.  The YF line may then be thickened using the OPTIONS tab, to call attention to it over Y, and the shading may be lightened using the “CUSTOM COLOR” option to call attention away from it.  

The AREA option fills in the area between each line and the horizontal axis, which is dramatic, but doesn’t give you confidence bands.  


Even if you don’t use AREA BAND for your CI, you still might want to increase the line width on the predicted value line to call attention to it, change the colors on the CI upper and lower bounds to be the same, make these broken, dotted or thin lines to call attention away from them, and rewrite the legend boxes.  Deleting everything in a legend box will eliminate that entry from the output, so the upper CI bound can be rewritten to read “95% CI” and the label on the lower CI bound eliminated altogether.  If both lines are given the same color and texture, both will then be identified by this label.  


Although AREA BAND graphs show up nicely on screen, for some reason they don’t print out the same way.  I don’t understand this yet.  

