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Name ______________________


Signature ___________________________

Econ 641 W10
Exercise 9
3/9, due 3/12
CENSORED
1.  (30 HW points)  In BOSTON.TXT, MEDV (median home value in $1000s) is “censored” for confidentiality purposes.  Specifically, it is “topcoded” (on the right) at 50 (ie $50,000).  This probably means that the coefficient on ZNOX is biased toward zero, and so doesn’t capture the full impact of air pollution on house prices.  Since MEDV is topcoded at 50, LOG(MEDV) is effectively topcoded at LOG(50).  
    First, for comparison, rerun your OLS regression as in Ex7 #7, i.e. 
LMEDV C ZNOX AGE B CHAS CRIM DIS INDUS LSTAT PTRATIO RAD RM TAX ZN, and record the slope on ZNOX below.  Then select the ESTIMATE button on the EQUATION window, but under METHOD select CENSORED (TOBIT).  Under DEPENDENT VARIABLE CENSORING POINTS, erase the 0 under LEFT so that this field is blank, indicating no left censoring, and enter LOG(50) under RIGHT.  Do not enter the numerical value of log(50), since EViews is looking for the exact value it gets when it computes LOG(MEDV) with MEDV = 50.  Select NORMAL under DISTRIBUTION for comparison to OLS.  A censored regression with an underlying normal distribution is known as a “TOBIT” model.  Click OK.  This ML estimation takes a few iterations, and indeed strengthens the coefficient on ZNOX by a few % of its OLS value. 

What is the coefficient on ZNOX?






OLS


TOBIT


Coefficient

____________
______________


SE


____________
______________

How many censored observations does EViews find?  ____________________

How many iterations does the TOBIT model take?      ____________________
Print out your CENSORED output with our name in the title and attach it to this problem set.  

Comments: 


Although EViews does not have an explicit Robust Regression capability beyond LAD, you can sneak one in via CENSORED, by specifying a Logisitic Distribution and neither left nor right censoring.  The Logistic density has tails that are asymptotically exponential like the Laplace (back-to-back exponential) distribution, and will therefore give point estimates that are similar to Least Absolute Deviation (LAD, MAD, LAE, etc) regression.  However, the logistic has a nice bell shape with no cusp in the center, which makes ML standard errors (which are conceptually based on the second derivatives of the log likelihood) easier to compute.  The relative impact of taking the censoring into account is probably smaller than with OLS, since it is the outliers that tend to get censored the most, and robust regression gives them smaller weights to start with.  


A further interesting problem with the BOSTON regression is suggested by its low DW statistic.  Even though this is not a time series, EViews is oriented towards time series, and therefore always gives you a DW stat, even when it makes no sense.  However, sequential census tracts in this data set tend to be physically adjacent, and hence the DW is validly (if inefficiently) picking up Spatial Autocorrelation.  Correcting for this is practical using programming languages like MATLAB that support Sparse Matrices.  See R. Kelley Pace & Otis W Gilley, “Using the Spatial Configuration of the Data to Improve Estimation,” J. Real Estate Finance and Economics 1997, Ronald Barry, “Quick Computation of Spatial Autoregressive Estimators,” Geographical Analysis 1997, Pace and Barry, “Sparse Spatial Autoregressions, Statistics and Probability Letters, 1996, Barry and Pace, “Kriging with Large Data Sets Using Sparse Matrix Techniques,” Communications in Statistics-Computation and Simulation 1997.  The BOSTON data set is a favorite example in this literature (eg Pace and Gilley).  However, this goes beyond the scope of this course.  
